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Abstract

Despite the many notable achievements of artificial intelligence (AI), it has been
shown to exhibit catastrophic failures when subjected to adversarial manipulation.
In order to safely deploy AI in mission-critical applications, such as autonomous driv-
ing and healthcare systems, robust performance in the presence of adversaries must
be guaranteed. This talk begins by reviewing the optimization-based framework for
certifying the robustness of machine learning (ML) models. We then present recent
advancements in the theory and computation of such robustness certificates. We will
emphasize how the presented methods all intimately utilize the mathematics of con-
vex analysis and convex optimization theory in order to rigorously prove robustness
guarantees for highly nonconvex ML models.
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